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Autologisic. regression is an important probabilty model for dichotomous random
It

5 an extznsion of the autologistic mods! (aso known s the Ising mods, quadratic
‘exponential binary distioution, or Bokizmann machine) to include covarates. It car
elso be viewsd as an extension of ogstic regression to hande responses that are not
indopenden. Nol all authors uso exacty the same form of the adtologistc rogression
model. Variations of the model differ in two respects. First, the variable codng—the.
o numbers ssd to represent the two possible states of the variables—might diffe
‘Gommon cading choioss are (z6ro, one) and (minus one, s one). Second, the modsl
might appear in cither of two algebraic forms: a slandard form, or a rocenly proposod
centered form. Litle attention has been paid 1o the effect of these diferences, and
the IteratLre shows ambiguity about their importance. It is shown here that changes
o sher codng o ceteng n o rcce s, noneted procbity modst.
allsh
undermndm
the et ofthe cfeences and maag approrie madeing choss can ad fo
The rest

e st ot i Suimins codng, which wo ol o symettc adogsi
model, i the most natural choico among the autologstc variants.

1. INTRODUCTION

) model is Tt
introdced to the statistical ierature by Besag 1, 2] and has also been developed by Kaiser and
Crssi [3]. much carlcsin physcs,

Tsing model (s 5, [4,5). It has been used extensivey in image procesing (¢ [6-51), and s
e oty Bl i ] The e ot bl b i
quadratic exponenial binary distibution 1, 11], and, under that name, it has been descibed 35
the binary-ariable analo,of the multivariate normal distribution (1121 sce lso [13]). As such,

e may antcipat tha the autologistc model will becorme inceasingly usefl s the number of
compongrapirued ds i o o g
alon

inay b exended to become the sloitc rcgremm\ ALK el This model can be viewed
a5 8 natural extension of ordinary logistic
ndependont. Under the ALR model the respomes follo an sueloac itroton, and the

sion to handle cases where respanses are not
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What is “data science?”
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Donoho (2017, JCGS), 50 Years of
Data Science:

e “The value of technical work is
judged by the extent to which it
benefits the data analyst, either
directly or indirectly.” [Quoting
Cleveland (2001)]

e “...a litmus test re Statistical
theorists: do they ‘care about
the data analyst’ or do they
not?’
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What is “data science?”

Donoho’s 6 components of “greater data Science”

The activities of GDS are classified into six divisions:

1.

NN o
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Data Gathering, Preparation, and Exploration
Data Representation and Transformation
Computing with Data

Data Modeling

Data Visualization and Presentation

Science about Data Science
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The paper: autologistic regression (1/13)

Example: H. vulgaris data
(Carl & Kiihn, 2007, Ecological Modeling; Bardos et al. 2015 arXiv)

7 X1: PI‘(ZZ = 1|IL’1),
presence/absence altitude logistic regression
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The paper: autologistic regression (2/13)

e Dichotomous data with predictors

e Local/spatial association

e The applications involve data on a grid (more generally, graph)
The autologistic regression (ALR) model is a pairwise Markov random
field (MRF) of dichotomous random variables, with a linear predictor.

Applications: ecology, computer vision, dentistry, anthropology, materials sci-
ence, ...
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The paper: autologistic regression (3/13)

Let Z be a vector of dichotomous random variables.

e Autologistic (AL) model is an MRF.

Undirected graph with adjacency matrix A.

¢ PMF: )
fz(z) x exp (zTa + 2zTAz)

~—~— ——
unary term pairwise term

e Let m; = Pr(Z; = high | neighbours). Conditional form of the model:

Uss
o (1 —m) =i+ Y A

g

Let o =XB 0O autologistic regression

e Let A=XA 0O “simple” form of the model
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The paper: autologistic regression (4/13)

1. The STANDARD model:

Z e {0,1}"

general form

fz(z) o exp(z" XB + %ZTAZ)

log (1 L ) =x{B+D Nz
—

jri

(&

simple form

fz(z) x exp(zTX,E)' + %ZTAZ)

v T .

jri
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The paper: autologistic regression (5/13)

2. The CENTERED model (Z € {0,1}")

e Traditional model has a problem
— Fix 3, increase A, you will find Z = 1 everywhere.

— Why? Because X z; is never negative.
i<

e Caragea & Kaiser (2009): “centered parametrization”:

T
eXi P

log( i ) :X?ﬁ"‘z)\ij(zj' — 1), where j;=—

1—7'('1‘ 1 —e%i

jri

e 1i; is the independence expectation of the Z;
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The paper: autologistic regression (6/13)

3. The SYMMETRIC model

e The responses are categorical. Don’t have to use {0,1} coding.
e In general, could use {¢, h}.

e If Z has support {¢,h}",

Y =aZ + b1, where a:%, b=L—af

has support {L, H}™.

The symmetric model is the standard model, with Z € {—h, h}"

— No centering
— Coding symmetric around 0

e We shouldn’t change coding without thinking...
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The paper: autologistic regression (7/13)

Say Z € {{,h}", with fz(z) o g(z; ),

but we want our model to use coding {L, H}.

The right way
Y=0aZ+b0l < Z=1vy-1!1

K(y) = Pr(Y=y
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The tempting way

Just plug in y = az + b1.
Let the parameter be 6'.

fy < g(y:6)
x g(az+b1;0")

J

. ;L

To achieve f{, = fv,
/

we need €' to compen-

sate for linear transfor-

mation of z.
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The paper: autologistic regression (8/13)

e Derive the model for arbitrary {¢,h} coding, we find
logit (Pr(Z; = h|Z—)) = (h =€) [xT B+ T Aij (2 — )]

where
0 for a standard model

/‘LJ = geéai + hehai

— e for a centered model
et 4 e

e Negpotential function:

1
Q(z) =2"XB -z Ap + EZTAZ

e With this, we can study the effect of coding & centering changes.
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The paper: autologistic regression (9/13)
Refer to any particular choice of coding and centering as a variant of the
model. Are all variants equivalent?
Theorem 1: All AL variants are equivalent to any standard model.

Theorem 2: ALR wvariants are not equivalent, in general.

O Many variants, all called “autologistic regression models,” are actu-
ally different, non-nested distribution families.

U Exception: all symmetric models are equivalent.

(Equivalence: parameter settings always exist that make
the two models assign the same probabilities to every con-
figuration of Z.)
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The paper: autologistic regression (10/13)

Theorem 3: Only the symmetric models have reasonable large-
association behaviour.

“Simple” model. Let A increase.

e Centered variants behave counterintuitively when A large.
e Symmetric variants are the only ones with reasonable
behaviour as A — oo.
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The paper: autologistic regression (11/13)

, Standard model
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The paper: autologistic regression (12/13)

H. vulgaris fitted models’ marginal probabilities

T
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traditional
e
-L': -
v
r

Ty

centered

symmetric

Model B (SE) A1 (SE) A (SE)
logistic 2.78 (0.10) —0.79 (0.028)

traditional ~ [—2.12](0.22) [~0.16](0.026) 1.43 (0.066)
centered ~1.74[(0.31) |—0.17/(0.040) 1.51 (0.050)
symmetric 0.50 (0.11) —0.13 (0.029) 1.43 (0.071)
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The paper: autologistic regression (13/13)

H. vulgaris 1 : : .
ROC curves
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Referee reaction

Main conclusions: e {—1,1} coding is much preferred over {0,1}.

e The centered model has fundamental problems.
0 Most prior ALR analyses are questionable.
0 We need to change the standard of practice.

What were referee reactions?

Referee A

PN

O
“Lovely”
“Surprising”. . .

“One of the best papers on the subject.”
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Referee reaction

Referee B agreed that: e The results do not appear in the literature
e The results are correct .
e The {—1,1} model is superior

BUT, recommended rejection “both for its unmotivated purpose of
study and for its lack of technical sophistication.”

After revision:

o It was claimed (six times) that the paper lacked “intellectual merits”.

e The use of “precalculus” math was listed (four times) as indication of the
paper’s low quality.

e In two places it was suggested that the paper reflects my lack of under-
standing of the state of the art
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Referee reaction

Some quotes:

“There is a difference between creative research and a collection of mathe-
matically correct but trivial, easy-to-obtain results that expand into
the volume of a research article.”

“... this paper is a summarization of trivial facts supported by un-

sophisticated mathematics intentionally expanded to create the illusion of
undeserved mathematical complication.”

“In the reviewer’s career, it is rare to witness a paper with the quality of the
current manuscipt published on professional academic journals. ... the reviewer
considers the outcomes of publishing re-explanations of common knowledge in
shallow mathematics—even without objective error due to the simplistic na-
ture of the technical arguments— catastrophic, since it will prevent orig-
inal and innovative research from reaching their target readers.”
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So how did it get published?

Fortunately, Frontiers in Applied Mathematics and Statistics has progressive
policies.

frontiersin.org

o Open access.

e o -
»= Frovers

E ) . ) e Review is
frontiers structured, focused

in Applied Mathematics Mathematics of Gormputation.
and Statistics and Data Scienée Q)

on correctness.

e Can communicate
directly with
reviewers.

Articles B2 Scope e Reviewers’ identity
published with the

paper.
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Between two worlds?

“Big data”/“data science”/“analytics”:

e CS/EE culture
e proceedings

e prediction

e software; utility

“traditional statistics”:

e Math culture

e traditional journals

e estimation & inference
e theory, generality, rigor

Mark Wolters UBC, Aug 3, 2018

made with ffslides

22/24



Possible remedies?

My personal plan: 1. Give up trying to impress the math culture.
2. Instead, focus on actual impact, within my abilities.
3. Hope that academia’s attitudes about performance
catch up.

How to change focus to “actual impact”?

e Broaden publication targets. All papers are random access anyway.
— Open access
— Rapid, correctness-focused review
— Newer, data-science focused journals

e Alternative outputs
— Quality software! (all my papers: 51 citations; my 2 R packages:
200+ downloads per month)
— Publish data sets

e Collaborative, applied work... solve actual problems.

Mark Wolters UBC, Aug 3, 2018 made with ffslides 23/24



The big challenge

Implementation is hard. Software development takes time.
The basic formula for academic reputation:

— Where you work
— How many papers
— In which journals

Moore-Sloan Data Science Environments (NYU, UCB, UW... http://msdsaargr)
“dramatically advance data-intensive scientific discovery...”

“data science in research universities requires precisely the kind of
complex, long-term interdisciplinary work with methodological and
engineering efforts that leads to low performance under traditional
metrics and slow progress and lack of fit in existing career tracks.”
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